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Football is a popular and widely engaged sport in Indonesia, attracting individuals across
various age groups, including teenagers, adults, and children. The Indonesian Football
Association (PSSI), established on April 19, 1930, originally named the All-Indonesian
Football Association, is the governing body responsible for managing and overseeing foot-
ball activities in the country. Despite its long history, PSSI has faced significant criticism
Jor its perceived lack of professionalism in handling and managing Indonesian football.
This discontent was notably amplified in the wake of the cancellation of the U-20 World
Cup, leading to a surge of negative sentiments on social media platforms, particularly
Twitter. This study aims to analyze public opinion regarding PSSI’s performance. Public
opinion, which emerges in response to various events, tends to be diverse due to the dif-
fering perspectives of individuals. The research focuses on assessing the balance between
positive and negative sentiments towards PSSI’s performance. By employing a comprehen-
sive approach to sentiment analysis, including stages such as data preprocessing, labeling,
modeling, and evaluation, this study provides a detailed examination of public sentiment.
The methodology involves the application of the Support Vector Machine (SVM) algorithm
across four tests with different data splits and the use of the SMOTE technique to address
class imbalance. The findings reveal that the fourth test yielded the most effective results
in sentiment classification, achieving an accuracy of 70.75%, precision of 67.16%, recall
of 68.18%, and an F1 score of 67.66%
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called digital media. In digital media the internet plays a very
important role. Only with a smartphone can we get information
quickly and flexibly, anytime and anywhere. Actual and factual
information is now a priority for society. People can easily access
news that is going viral through the use of social media. One exam-
ple is FIFA canceling Indonesia’s hosting of the U-20 World Cup,
said new PSSI chairman Erick Thohir. Don’t forget the Kanjuruhan
Malang tragedy which resulted in many deaths. This news became
a trending topic on almost all social media, including Instagram
and Twitter.

/ Many people feel disappointed with PSSI’s performance which

is considered less professional in handling and managing Indone-
sian football. Apart from that, prospective young people who

1 Introduction

Football is a familiar sport that is very popular among Indone-
sian people, both among teenagers, parents and children. Football
is a team game, each team consists of eleven people, and one of
them is a goalkeeper. Football is very embedded in Indonesian
society, the public’s concern and expectations for Indonesian foot-
ballers are very high. The All Indonesian Football Association or
the abbreviation PSSI, is an organization responsible for managing
football in Indonesia. PSSI was founded on April 19 1930 with
the initial name of the All Indonesian Football Association, which
is now chaired by Erick Thohir in February 2023.

Nowadays, the rapid development of technology makes the flow
of information about Indonesian football easier to receive and
share. Currently, mass media has experienced a sharp increase
from conventional media such as radio, television and print media
until now it has entered the era of new media or what is usually
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dream of playing in the U-20 World Cup feel that their hopes have
been dashed, even though the opportunity seems to be right before
their eyes. PSSI also received a lot of criticism from netizens, so
it became a trending topic on Twitter with the topic "Cancellation
of the U-20 World Cup." Many people argue that the cancellation
of the U-20 World Cup in Indonesia had various impacts, such as
the refusal of the Israeli national team to play in Indonesia on the
grounds of supporting Palestine. Apart from that, there is also the
view that this is related to the political interests of high-ranking
state officials. A news report from Kompas TV also noted that the
national team coach, Shin Tae Yong, was very disappointed with
FIFA’s decision to cancel the U-20 event in Indonesia. Coach Shin
Tae Yong even said that his team had been preparing for more than
3 years. All of this is very unfortunate because it results in the
players losing their hopes and dreams [1].

Regarding this discussion, researchers interested in this research
found unstable conditions regarding PSSI’s performance. Using
the Support Vector Machine (SVM) algorithm method, the author
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conducted research on Twitter Sentiment Analysis to assess public
opinion regarding PSSI’s performance. The result of this research
is to provide information to PSSI, PT LIB (New Indonesia League),
and Broadcasting to be able to find out the comparison of the
number of positive and negative comments. From these results,
we can evaluate the policies that must be implemented so that this
incident does not happen again.

2 Research Method

2.1 Sentiment Analysis. Sentiment analysis is the process of
collecting, processing and interpreting data to determine public
sentiment or opinion towards a particular topic or entity. Senti-
ment analysis can be carried out through data obtained from social
media, online forums, or other data sources. Sentiment analysis is
a classification task that places text into positive or negative aspects

[21.

2.2 Text Mining. Text mining, or what is often referred to
as text mining or text data mining, is the process of extracting
valuable information from unstructured text data. It involves an-
alyzing texts to identify patterns, trends, entities, or relationships
that exist in those texts. Text mining techniques are often used
to extract knowledge from documents, articles, messages, or other
text sources. In the Indonesian context, text mining can also be
referred to as "text mining" or "text analysis" [3].

2.3 Prepossessing . Prepossessing is an important step in text
analysis and text mining. The main goal of prepossessing is to
clean and convert unstructured text into a more structured form,
so that it can be further processed with data analysis or machine
learning algorithms.

2.4 Classification . Classification is a technique in data min-
ing and machine learning that is used to group or separate data into
categories or classes based on certain characteristics or attributes.
Classification techniques take data samples that have been labeled
with a class (classification) and use patterns found in the data to
predict the class of data that has not been labeled. This is a form of
supervised learning where an algorithm learns from training data
to make predictions about new data [4].

2.5 Support Vector Machine. Support Vector Machine
(SVM) is a machine learning algorithm used in classification
and regression. SVM works by finding the best hyperplane that
can separate two classes of data with a maximum margin. In
the context of sentiment analysis, SVM can be used to classify
text or sentiment data into two main classes, namely positive
and negative, based on the characteristics extracted from the text.
Support Vector Machine (SVM) with a linear kernel is usually
used for classification tasks. The linear SVM formula describes
the relationship between features and class decisions. Following
is the general formula (1).

Decision Function:

f(x) =sign(w-x+Db) (1)

There is also a hyperplane equation that divides the feature space
into two parts, representing two different classes. The following is
the formula for the hyperplane equation

w-x+b=0 2)

Then there is a support function measuring how far a data point is
from the separating hyperplane. Points that have a support function
smaller than 1 are within the margin and can be considered as a
support vector. The following is the formula for the function

|w-x+b|

fJwl]
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Support (x) = 3)

SVM also involves choosing the parameter C as a trade-off fac-
tor between achieving the maximum margin and reducing decision
boundary violations. Optimizing parameters and handling imbal-
anced data are additional considerations in using SVM.

2.6 Python. Python programming language is a high-level
programming language known for its easy-to-understand syntax
and is used for developing various types of applications such as
web development, data analysis, artificial intelligence, desktop soft-
ware development, and many more. Python was designed with a
focus on code readability, so it is suitable for both beginners and
experienced developers [5].

2.7 Confusion matrix. Confusion matrix is a method that is
generally used to calculate the level of accuracy in data mining.
The confusion matrix contains information about the classifications
that are correctly predicted by a classification system. There are
three parameters to be calculated, namely accuracy, recall, and
precision [6].

2.8 TF-IDF. TF-IDF (Term Frequency-Inverse Document
Frequency) is an algorithm method used to give weight to words
in text. This method is used to analyze text and determine how
important a word is in the context of a particular document, In
more detail:

TF (Term Frequency) measures how often a word appears in a
particular document. The TF value will be high if the word appears
many times in the document. Meanwhile, IDF (Inverse Document
Frequency) is the inverse value of the number of documents con-
taining that word in the collection of documents being analyzed.
Words that appear in few documents will have a high IDF value,
while words that are common and appear in many documents will
have a low IDF value.

The word weight in TF-IDF is calculated by multiplying the TF
value by the IDF value. The results of this multiplication produce a
weight that shows how important a word in a particular document
is in the context of the entire collection of documents [6]. The
following is the general formula for calculating TF-IDF (4) and

(5).

N
IDF(1) = log (m) @)
TEIDE(t, d, D) = TF(z, d) X IDF(t, D) (5)

3 Result and Discussion

3.1 Research Flow. The research methodology used in re-
search regarding Support Vector Machines for Analysis of Indone-
sian Football Sentiment Regarding PSSI Performance can be di-
vided into four stages, namely data collection, data prepossessing,
modeling, and evaluation or testing.
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Fig. 1 Research Flow Diagram

3.2 Research Flow. The data used in this research is tweets
data containing the keywords “PSSI” and “U-20 National Team”.
The data collection stage in this research is by using the tweet har-
vest library. Tweets data was taken from 13 August 2023 to 15
November 2023. The library used for data collection was tweet
harvest. Produces approximately 1600 data. The results of data
collection can be seen in Figure 2 After the data is collected, it
continues with prepossessing the data. This study utilized Support
Vector Machine (SVM) to classify the sentiment of tweets related
to PSSI’s performance. Overall, the SVM model achieved an ac-
curacy of 70.75%, with a precision of 67.16%, recall of 68.18%,
and an F1 score of 67.66%. These metrics indicate the model’s
effectiveness in identifying sentiment, although there is still room
for improvement, particularly in enhancing precision and recall.
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Fig. 2 Research Datasets
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3.3 Labeling. The data labeling process was carried out man-
ually using Microsoft Excel. Each tweet data is given a positive
or negative label. From the initial data collection process of 1622,
after going through the text prepossessing stage, the amount of data
was reduced to 1466. As a result of 1466 data labels, 713 positive
labels and 753 negative labels were produced. The results of data
labeling can be seen in Figure 3 below.

Jumlah Analisis Sentimen
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Fig. 3 Dataset Labeling Number Display

3.4 Modeling. The data division process is carried out to di-
vide the dataset into training data and test data. The comparison of
training data and test data in this research is 70% training data and
30% test data. Based on the number of training data: 1026 and the
number of test data: 440, the researcher added a data division of
80%: 20% with the number of training data: 1172 and test data:
294. The library used to divide the data was the Sklearn library.

TF-IDF (Term Frequency-Inverse Document Frequency)
weighting is a method used in text processing and data modeling
to evaluate how important a word in a document is in a larger
collection of documents. TF-IDF weighting helps evaluate words
that appear in a document in a way that takes into account how
often they appear in a particular document and how unique they
are across a collection of documents.

3.5 Testing models. Testing is carried out to assess the level
of accuracy of the classification model based on test data. This
testing process involves comparing the classification results of the
test data with the classification results carried out manually by the
author. The method used in this test is confusion matrix. In the
evaluation using the confusion matrix, the accuracy value, preci-
sion value and recall value are measured.

3.6 Comparison Across Tests. To gain deeper insights into
how data distribution and parameter settings affect model perfor-
mance, we conducted four different tests with varying data splits
and the application of SMOTE techniques to address data imbal-
ance.
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Test 1. In the first test, the data was split with a proportion of Test 3. In the third test, the proportion of training data was
70% for training and 30% for testing. This test resulted in an  increased to 80%, with 20% of the data used for testing. The results
accuracy of 68.20%, precision of 65.00%, recall of 66.25%, and  from this configuration showed a slight decrease in all metrics:
an F1 score of 65.60%. accuracy of 68.00%, precision of 64.50%, recall of 65.75%, and

an F1 score of 65.10%.
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Fig. 5 The second test uses a smote confusion matrix

Fig. 7 The fourth test uses a smote confusion matrix

Test 2. For the second test, we applied the SMOTE technique
to the training data to address class imbalance. The data split
remained the same, but with adjusted class distribution. This im-
proved the accuracy to 69.50%, precision to 66.50%, recall to
67.75%, and the F1 score to 67.10%.

Test 4. In the fourth test, SMOTE was also applied with a data
split of 80% for training and 20% for testing. This resulted in
significant improvements across all metrics: accuracy of 70.75%,
precision of 67.16%, recall of 68.18%, and an F1 score of 67.66%.
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Fig. 8 The fourth test uses a smote confusion matrix

4 Conclusion

Based on the results of this research, evaluating sentiment re-
garding PSSI’s performance and the cancellation of the U-20 Na-
tional Team World Cup in 1622 data after going through a series
of stages, including text preprocessing, labeling, weighting, and
implementation of the Support Vector Machine (SVM) method.
The results show that from the total data, 713 comments were
categorized as positive, while 753 comments were categorized as
negative. This research uses the Support Vector Machine algo-
rithm method for four tests with different data divisions and also
applies the SMOTE technique. Based on the performance results
obtained, it was found that in the fourth test it was superior in
classifying sentiment, with accuracy results of 70.75%, precision
67.16%, recall 68.18%, and fl-score 67.66%. This test perfor-
mance evaluation provides insight into the effectiveness of SVM
in classifying sentiment related to PSSI performance. Based on
the performance results obtained, it was found that in the fourth
test it was superior in carrying out sentiment classification.
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